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ABSTRACT
Recommending courses to online students is a fundamental and
also challenging issue in MOOCs. Not exactly like recommenda-
tion in traditional online systems, students who enrolled the same
course may have very di�erent purposes and with very di�erent
backgrounds. For example, one may want to study “data mining”
after studying the course of "big data analytics” because the former
is a prerequisite course of the latter, while some other may choose
“data mining” simply because of curiosity.

Employing the complete data from XuetangX1, one of the largest
MOOCs in China, we conduct a systematic investigation on the
problem of student behavior modeling for course recommendation.
We design a content-aware algorithm framework using content
based users’ access behaviors to extract user-speci�c latent infor-
mation to represent students’ interest pro�le. We also leverage
the demographics and course prerequisite relation to better reveal
users’ potential choice. Finally, we develop a course recommenda-
tion algorithm based on the user interest, demographic pro�les and
course prerequisite relation using collaborative �ltering strategy.
Experiment results demonstrate that the proposed algorithm per-
forms much better than several baselines (over 2X by MRR). We
have deployed the recommendation algorithm onto the platform
XuetangX as a new feature, which signi�cantly helps improve the
course recommendation performance (+24.6% by click rate) com-
paring with the recommendation strategy previously used in the
system.
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1 INTRODUCTION
The rapid development of Internet results in the big problem of in-
formation overload. Recommendation technology has been widely

1https://xuetangx.com
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used in Internet applications to help people �nd their favorite con-
tent from the huge overloaded information. For example, the famous
e-commerce platforms such as amazon.com and taobao.com recom-
mend commodities to users based on their browsing and purchase
history [14]; Net�ix.com uses recommendation to help people �nd
their interested �lms and videos using collaborative �ltering [5];
Youtube.com builds personalized homepage to show recommended
videos for every user according to the playing history [8]. Recom-
mendation system already becomes one of the most important and
e�ective tools to help reduce the cost of information navigation.

Massive open online courses (MOOCs) become popular in recent
years. Lots of MOOCs platforms have been built around the world.
For example, Coursera, edX and Udacity are o�ering students an
unprecedented opportunity to access superior courses from presti-
gious universities. In China, XuetangX is one of the largest MOOCs
platforms, o�ering more than 1,000 courses and having attracted
over 6,000,000 users. MOOCs not only transform traditional courses
into online form, but also provide a chance to study users’ learning
behaviors using big data.

In this paper, we aim to understand the purpose of online learn-
ing behaviors and study how to improve personalized course rec-
ommendation in MOOCs. Solving this problem is non-tricky and
has the following challenges:

• Sparsity: Students of MOOCs usually do not choose many
courses because learning a course is a time-consuming
task. In XuetangX, for instance, statistics show that each
course usually lasts for several weeks and a student enrolls
only 1.3 courses on average. Traditional recommendation
algorithms such as collaborative �ltering who treat student-
course as user-item just like in e-commerce situation may
get very coarse results. Moreover, two students who enroll
a same course may be interested in di�erent parts of the
course. It is unreasonable to treat them as same.

• Anti-interest: Enrollment (course choosing) behaviors
are not just in�uenced by students’ interest. For example,
a student would not enroll in a course which contains very
similar content with another course he/she has studied be-
fore though this course matches his/her interest very much
according to some metrics. Another example, if two courses
have obvious prerequisite relationship such as “C++ Basic
Programming" and “C++ Advanced Programming", then
students may be more possible to follow the prerequisite
order. It inspires us to combine the speci�c MOOCs situa-
tion to our recommendation system and try to �nd more
useful features except interest.

• Cold start: Cold start is a classic problem in recommenda-
tion system. One common practice is using popular courses
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regardless of students’ interest when we are short of stu-
dents’ behaviors. However, if we have some other informa-
tion besides user activities, we may get better results.

To address these challenges, we design an algorithm framework
to extract user-speci�c latent information from their historical ac-
cess behaviors to represent their interest pro�le. This framework
goes deep into the content which a student actually studied during
his/her learning progress instead of treating a course as a indivisi-
ble item. Then we use a similarity based algorithm to utilize above
interest pro�le. Besides, demographics and course prerequisite in-
formation are also used to better reveal users’ potential choice and
increase the diversity and abundance of recommendation results.
The usage of demographics also helps us deal with the cold start
problem.

Our framework has been deployed onto the XuetangX platform
as a block named "Guess You Like". We perform both o�ine and
online experiments on XuetangX. The o�ine results demonstrate
the superior performance of our framework comparing with several
baseline methods. Our framework also achieves a 24.5% improve-
ment in online environment comparing with the strategy previously
used in XuetangX.

The rest part of this paper will be organized as follows. Section
2 lists previous studies closely related to our work and brie�y in-
troduces our contribution. In section 3, we present the de�nition of
our recommendation task and give our solution framework. Section
4 presents our experiment design and results with discussion. In
the last section, we conclude with a summary of our work and an
outlook to future work.

2 RELATEDWORK
MOOCs are revolutionizing education in many respects[21, 23]. We
review previous literatures about the following related topics.

2.1 Behavior Modeling
A number of studies focus on behavior modeling of students in
MOOCs platform. Breslow et al.[7] study the diversity and in�uence
of user characteristic in the �rst online course in edX. Guo and
Reinecke[11] examine the demographic di�erence of navigation
behavior and give their suggestions on course design. DeBoer et
al.[9] study how to predict the demographic information of stu-
dents using their learning behavior. Qiu et al.[16] design a model
which incorporates demographic information, forum activity and
learning behavior to predict the learning e�ectiveness. Wilkowski
et al.[24] study the relation between prior skill and completion rate
of students in Google MOOCs platform.

2.2 Student Engagement
Another line of research examines the engagement of students on
MOOCs. Anderson et al.[2] propose a taxonomy for di�erent en-
gaging patterns in MOOCs. They also deploy a badge system to
incent students and successfully increase their forum engagement.
Dropout is a common phenomenon in MOOCs due to the unlimited
web environment, which is main re�ection of low engagement.
Ramesh et al.[17] build a latent model for engagement using ac-
tivities from forum and assignment and use the model to predict
dropout. Rosé et al.[20] analysis the impact of three social factors on

dropout behavior by employing a survival model. Similar method
also can be found in [25]. Bayer et al.[4] also a classify model to
predict dropout and school failure by exploiting more features from
social information. There are also some studies try to increase user
loyalty by giving suggestions on course design[12, 18].

2.3 Course Recommendation
Recommendation is a classical topic in data mining. Various algo-
rithms including neighborhood based[10, 19, 22] such as user based
collaborative �ltering and item based collaborative �ltering, latent
interest model such as matrix factorization[13] and content aware
model[3] have been used in web applications. In MOOCs, Piao and
Breslin[15] propose a pro�le based strategy to do course recommen-
dation in cold start situation. The proposed algorithm extracts user
pro�le text from their LinkedIn pages and calculates the similarity
with course pro�le text, then gives the recommendation results
by the similarity. Apaza et al.[3] use LDA to train two di�erent
topic models on both college course syllabus and online course
syllabus then a content based match algorithm is used to estimate
the ratings from a user to all courses. Aher and Lobo[1] combine
clustering and association rule mining algorithms to recommend
courses using historical data.

Compared with previous studies, the main contribution of our
work is that we exploit information from various sources including
access history, course content, demographics and course relation.
We design a uniform framework to combine them in order to make
better use of all available information.

3 FRAMEWORK
In this section, we �rst give the de�nition of our recommendation
problem then propose our hybrid framework with a subsection
introducing our latent user interest model and a subsection in-
troducing how we leverage background information to boost our
model. At last, we introduce our online system on XuetangX.

3.1 Problem De�nition
Like every classic recommendation task, there are two basic ele-
ments user and item in our course recommendation task, where
a user represents a registered student and an item represents an
open course in XuetangX. We use U to denote the set of users
and C to denote the set of courses. Each u ∈ U has enrolled some
courses denoted by Cu ⊆ C and each c ∈ C has its enrollment set
denoted by Uc ⊆ U . Let E = {(u, c)|u ∈ U , c ∈ Cu } be the set of
all enrollment relations. Given (U ,C,E), our goal is recommending
courses to a speci�c user u which are not inCu . More precisely, we
devote ourselves to give an ordered courses list Ru where courses
are ordered by the probability user u will enroll in the future.

In our task, a course can be regarded as a set of web pages. For
each user u ∈ U , we also have his/her historical web accessing
logs which can be represented by a sequence of web pages with
length nu , i.e., Lu = (d1,d2, ...,dnu ) which means user u accessed
d1,d2, ...,dnu successively in the past. The text content of each web
page is available. Moreover, the basic demographic features such
as gender, age and education level denoted by Fu are also available.
Finally, our course recommendation task can be represented by:

f : (U ,C,E,u,Lu , Fu ) → Ru
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Figure 1: Overview of our method: a hybrid recommendation framework integrated leverages user access behaviors, user
demographics and course prerequisite.

3.2 Interest Model
User interest modeling is the most important target of our frame-
work. We want to build a simple but universal representation of
user interest which will be useful not only in course recommen-
dation but also in other personalization tasks. In our experiment
environment XuetangX, a naive solution is directly combining user
enrollment and the tags of enrolled courses. While this solution
su�ers from the small size of tag set and the sparsity of enroll-
ment described in Introduction section. We emphasize that a course
should not be the basic element and enrollment behavior should
not be the basic relation in user interest modeling in order to avoid
coarse results. In our framework, on the one hand, we utilize text
content of courses instead of tags, on the other hand, we extract
user interest from historical access behaviors which contain much
more abundant information than enrollment behaviors. By this
way, user interest will be modeled by what he/she actually accessed
instead of what courses he/she enrolled. This subsection can be
visualized as the top dotted box in �gure 1.

In order to understand the content of the web pages in historical
access logs which is closely related to the interest of students, we
extract the text content and employ topic model to give a latent
representation for each accessible page of XuetangX. Topic model
is a series of algorithms used to discover the "topics" from a set of
documents. It provides a way to de�ne a topic as the distribution
over words in a �xed vocabulary and represent a document as
the distribution over topics. Topic model has been widely used in
various kinds of text mining tasks.

Let D be the document set containing all pages in accessing logs.
Our framework trains a topic model over D using latent Dirichlet
allocation (LDA)[6] algorithm after �ltering irrelevant content. So
that we get a k-dimensional vector representation td for each docu-
ment d ∈ D where k is the topic number. Table 1 shows part of our
topic results. Topics in table 1 have their own domains but all relate
to computer science. We employ these examples to explain how

Table 1: Topic examples: Each row in table lists top 10 re-
lated words of a topic in our LDA results. Words have been
translated from Chinese.

Top 10 words

iteration, list, enumeration, card, judge, successively, �nd,
number, index, update

right child, splay, zag, parent, left child, zig, AVL, unbalance,
ancestor, locality

function, pointer, array, de�ne, data, call, point to, member, int,
initialization

search, search engine, web page, query, relate, recommendation,
researcher, term, keyword, link

......

topic model helps us to subdivide a coarse tag into multiple topics
which provides us a way to represent user interest more detailed.
By regarding the access behaviors Lu as the positive feedback from
u, we employ a vector summation of td for each d ∈ Lu to represent
the latent interest of u which can be written as

pu =
1
nu

∑
d ∈Lu

td (1)

where pu is the latent interest representation of u. It is easy to see
that the dimension of pu is also k.

The latent representation of user interest provides us a conve-
nient way to calculate the similarity between users which is an
important measurement in recommendation system. Traditional
collaborative �ltering (CF) algorithm also calculates the similarity
while its similarity is only based on user-item matrix. Matrix fac-
torization (MF) is another available algorithm for recommendation.

785



WI ’17, August 23-26, 2017, Leipzig, Germany X. Jing and J. Tang

MF also proposes a latent factor space to represent both user and
item but it is hard to interpret. There is a disadvantage in both
CF and MF that they only use the relation information between
users and items. In our framework, we combine above LDA based
latent representation with user-based CF to make a better use of
the content of items. The speci�c method is using cosine metric
between users’ latent interest vector to represent the similarity
between them instead of dealing with it from the user-item matrix.
The cosine similarity between two users ui ,uj can be written as:

sim(ui ,uj ) =
pTui · puj

‖pui ‖ × ‖puj ‖
(2)

For the convenience of computation, we use a matrix form rep-
resentation P = {p′u1 ; p′u2 ; ...; p′u|U| } to denote the interest of all
users where p′u = pu/‖pu‖ means the normalization of pu. Then
the similarity matrix S can be simply written as:

S = PT × P (3)

where Si, j is the result of sim(ui ,uj ).
Having similarity between users, we can get a weight on each

(user , course) pair by collaborative �ltering strategy, that is:

weiдhta (u, c) =
1
K

∑
u′ ∈Uu,K

sim(u,u
′

) × ICu′
(c) (4)

where Uu,K denotes the top-K similar user set of u and ICu′
(c) is

an indicator function whose value is 1 when c ∈ Cu′ .

3.3 Background Information
To further boost performance, we try to use users’ background infor-
mation besides access behaviors. In this section, we will introduce
how we combine the demographic information and the course pre-
requisite relation to our above model. User pro�le, such as gender,
age, job, social network etc, has been used in some recommenda-
tion models especially in cold start situation. In our task, course
prerequisite relation is also an important information which a�ects
users’ enrollment behaviors due to the particularity of MOOCs.

3.3.1 Demographics. Demographics is an important category of
information which has been widely used in user behavior modeling[9,
16] and recommendation[15]. While in MOOCs, just a few users
�ll in the user pro�le with their demographics. In our dataset, only
32.3% of users �ll at least one item of demographics and 6.5% of
users �ll completed demographics. In order to utilize demographic
information, we try to �nd common preference pattern in a user
group with relatively small size. As shown in the left dotted box of
�gure 1, we employ a K-Modes algorithm to partition users into
di�erent classes based on the features extracted from users’ demo-
graphic information including gender, age and education level. Each
cluster has its owner preference on courses enrolling according
to the enrollments of internal users. Then every user can take the
average rating (value 1 for enrolling, value 0 for no enrolling) of
users who belong to the same cluster as a demographics related
weight on every course. We can write this weight down as:

weiдhtd (u, c) =
1
|Ulu |

∑
u′ ∈Ulu

ICu′
(c) (5)

where lu denotes the cluster label of user u, Ulu denotes the user
set with label lu and I is an indicator function.

3.3.2 Course Prerequisite. Prerequisite of courses exists in both
real and online education. For example, there are two courses "Data
Structure I" and "Data Structure II" which have obvious prerequisite
relation in XuetangX (the former is more fundamental). To measure
the relation between enrollments of di�erent courses, we de�ne a
transfer probability tp(ci , c j ) on each ordered courses pair (ci , c j )
by counting how much percentage of users enroll course c j after
they enroll course ci , that is:

tp(ci , c j ) =
|{u |u ∈ Uci

⋂
Uc j , tu,i < tu, j }|

|Uci |
(6)

where tu,i , tu, j respectively denote the time when u enrolls courses
ci and c j . For example, tp(”DataStructureI I”, ”DataStructureI”)
is 2x higher than tp(”DataStructureI”, ”DataStructureI I”) which
indicates higher transfer tendency from "Data Structure I" to "Data
Structure II".

We leverage above transfer probability by simply utilizing it
as another kind of weight over (user , course) pair. Each user will
get a rating on a new course weighted by the summation of the
transfer probability from his/her enrolled courses to the speci�ed
new course, that is:

weiдhtp (u, c) =
∑

c ′ ∈Cu

tp(c
′

, c) (7)

Looking from another point of view, proposed transfer probability
can be treated as a special similarity between courses and equation
7 can be treat as a process of item based collaborative �ltering.

Finally, the total weight of pair (u, c) can be written as:
weiдht(u, c) = α ×weiдhta (u, c)

+ β ×weiдhtd (u, c) + γ ×weiдhtp (u, c)
(8)

where α , β , γ are parameters to control the proportion of weights
from di�erent sources.

The whole framework can be written as Algorithm 1.

3.4 Online System
We discuss our algorithm framework with the technical group of
XuetangX after fully veri�cation in o�ine dataset and design an
online system for real application scenario. Unlike in o�ine dataset,
online system should consider more about time cost and scalability.

The are two di�erent types of tasks in our framework. One of
them does not need to run frequently because the input of these
tasks is relatively constant. Tasks belonged to this type include
LDA training and users clustering among which LDA training is a
time-consuming task. They are run in a low frequency.

Another type of task consists of procedures including generating
latent user interest, calculating users’ similarity and �nal recom-
mending based on collaborating �ltering. We run these tasks every
day to catch the dynamic interest of users.

Moreover, some necessary rules are needed in online environ-
ment for better user experience. For example, courses in XuetangX
may have a date bound of enrolling, so our system should �lter
overdue courses in the recommendation results. Another example
is that a course may have di�erent versions, so our system should
always give the latest version. All of these rules can be summarized
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Algorithm 1 Hybrid weight course recommendation
Require:

User set U , course set C , enrollment set E, document set D,
historical access logs of each user Lu , demographics of each
user Fu .

Ensure:
Recommendation results for each user Ru .

1: Train document topics td for each document d ∈ D by employ-
ing LDA on D;

2: Calculate latent user interest pu for each u ∈ U by equation 1;
3: Calculate user similarity matrix by equation 3;
4: Train demographics based cluster for each user u ∈ U by em-

ploying K-Modes;
5: for each u ∈ U do
6: Calculate user interest related weight, i.e. weiдhta (u, c), by

equation 4;
7: Calculate user demographics related weight, i.e.

weiдhtd (u, c), by equation 5;
8: Calculate course prerequisite related weight, i.e.

weiдhtp (u, c), by equation 7;
9: Calculate �nal weiдht(u, c) by equation 8;

10: Let Ru be the sorted list of C ordered by its weiдht(u, c) in
descending order.

11: end for

as some rule based adjustment after running algorithm. To address
this issue, we design a submodule to handle the output of the algo-
rithm. This submodule allows us to remove or add some courses
according to some predetermined rules. In addition, we also design
fallback strategy for those newbie users who neither enroll any
course nor have any useful pro�le. In this situation, we will give
course recommendation by random picking up some courses from
a popular courses list.

We deploy above system in January 2017 onto the homepage of
XuetangX as a block named "Guess You Like". This block provides
a top-5 courses recommendation according to the results of our
algorithm framework. The architecture of the system is shown in
Figure 2. Tasks in "low frequency" part (left top box in the �gure)
are run once a week to catch the variation of course content and
user pro�le. Other tasks are run once a day to model the dynamic
user interest.

4 EXPERIMENT
4.1 Dataset
The dataset used in our study is formed by o�ine part and online
part. The o�ine part consists access logs and enrollment logs col-
lected during September 2016 and October 2016. We take the data
in September 2016 as the training set of our framework and the
enrollment data in the �rst week of October 2016 as the test set
to validate the quality of course recommendation. Table 2 lists the
basic information of o�ine dataset.

We have deployed our framework onto XuetangX so that we
have opportunity to observe the a�ect in practical environment.
The online part dataset is collected from logs in the �rst month
after system online (2017.01.10 2017.02.10).

Figure 2: Architecture of online course recommendation sys-
tem

Table 2: Description of o�line dataset

Type Number

# user 114303

# course 1 1242

# access log 10096014

# document 15528
1 This number may be di�erent from the courses number on XuetangX o�cial site

because there may be multiple versions of courses in our dataset while XuetangX
o�cial site only shows the latest version.

4.2 Comparison
We name our methods as Hybrid Content-Aware Course Recom-
mendation (HCACR) and Content-Aware Course Recommendation
(CACR) where the latter one does not use background information
which is used to the check the a�ect of background information. We
compare our methods with traditional Item-Based Collaborative
Filtering (IBCF), User-Based Collaborative Filtering (UBCF) and
Random recommendation (Random).

In the o�ine experiment, we use Mean Reciprocal Rank (MRR)
as the metric of performance. In our task, MRR can be written as
follows by regarding each enrollment in test set as a query:

MRR =
∑
u ∈U

∑
c ∈C ′u

1
|C
′

u |

1
ranku (c)

(9)

where C
′

u denotes the enrollment set of user u in test set which
did not take into account the enrollments before October 2016 and
ranku (c) denotes the rank of course c in the recommendation result
for user u, namely Ru . If c does not exist in Ru , ranku (c) will be∞.
Larger MRR means better performance. In HCACR, each parameter
is set from 0 to 1 with a step size 0.05 to �nd the optimal combination
and �nally α , β ,γ are set to 0.4, 0.05, 0.55 after well tuning. Baseline
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Figure 3: Performance of di�erent topic numbers

methods are also tuned to their best performance to ensure fair
comparison. In baseline UBCF, similarity between users u and v is
measured by:

sim(u,v) =

∑
c ∈Cu

⋂
Cv

1
loд(1+ |Uc |)√

|Cu | × |Cv |
(10)

which is a cosine like similarity with punishment of hot user who
enrolled to many courses. The similarity between courses in IBCF
is in the same form.

While in the online experiment, we use Click Through Rate
(CTR) and Click Value Rate (CVR) from click to enrollment as the
metrics of performance. Our framework will be compared with
another recommendation strategy previously used in XuetangX
platform whose results come from an operation team, namely Man-
ual Strategy. Both these recommendation blocks are shown on the
homepage of XuetangX.

4.3 Result
4.3.1 Topic Number. The number of topic is an important pa-

rameter which is hard to be determined automatically. Firstly, we
try to �nd the best practical topic number in our topic model. In
this part of experiment, topic number is varied from 50 to 2000.
Figure 3 shows the performance of CACR model using di�erent
topic numbers. It shows that a topic model with about 1000 topics
is best for us to model course content and user interest according
to the results. So we set topic number to 1000 in our follow-up
experiments. It means that both document and user interest will be
represented by a vector with 1000 dimensions.

4.3.2 Neighbor Number. In collaborative �ltering strategy, tak-
ing how many neighbors into account is an important problem
which is sensitive to the quality the result. We investigate the per-
formance of CACR model with di�erent neighbor number. Figure
4 presents the comparison result. The result can be concluded as:
the performance increases with the increase of neighbor number at
�rst then decreases. According to the observation above, we pick a
practical value 20 as the value of neighbor number parameter in
our follow-up experiments.
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M
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Figure 4: Performance of di�erent neighbor numbers
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Figure 5: Performance of di�erent algorithms in top-K
courses recommendation

4.3.3 O�line Performance. Moreover, we analyze the perfor-
mance of di�erent algorithms in o�ine dataset. The results in Fig-
ure 5 show that our framework performs over 3x better in top-1
recommendation and over 2x better in top-10 recommendation
when compared with baseline methods. It demonstrates that our
algorithm works well in representing user interest and measuring
similarity between users. Furthermore, the gap between CACF and
HCACR shows that though there is little performance di�erence
in top-1 recommendation, HCACR works better when results size
becomes larger (+6.2% in top-20 recommendation). That is, back-
ground information will help us to mine more long-tail user interest
in real situation.

Inspired by the gap between top-5 performance and top-10/top-
20 performance, we add a "switch" button on our "Guess You Like"
block to �t the long-tail requirement over the limited recommen-
dation positions. It allows users to see more than 5 recommended
courses by clicking this button.

4.3.4 Online Performance. We further evaluate the performance
of online experiments in this section. Figure 6 shows the comparison
of average CTR on each recommendation position. Our framework
gets a 24.6% performance improvement versus the manual strategy
on average during the �rst online month. Then, we analyze how
much percentage of users enroll the course they chose from recom-
mendation result, that is CVR. Statistical result shows that 19.3%
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Figure 6: Performance of online system in click through rate

of users product enrollment behavior after clicking the course dis-
played in recommendation positions. This number is 17.2% under
manual strategy. It means that our method does better in navigat-
ing users to their interested courses. Observations in this section
demonstrate the validity of our method in real situation.

5 CONCLUSION
In this paper, we study the course recommendation problem in
MOOCs platform. We propose a hybrid algorithm framework which
combines collaborative �ltering and topic model to extract user-
speci�c latent interest from historical access behaviors and recom-
mend based on latent interest. Background information including
demographics and course prerequisite are also used to boost our
method. We not only compare our framework with some traditional
methods in o�ine dataset, but also build an online system to run
our model on XuetangX platform. Result of experiments demon-
strates the superior performance of our framework. In addition,
we are working with XuetangX on several interesting functions,
e.g. automatic QA, to increase user engagement. Our latent interest
representation would be helpful in other personalization situations.

As future work, it would be interesting to boost recommendation
performance by mining information from other user behaviors
e.g. video behaviors. It also would be interesting to study how to
recommend di�erent kinds of content such as video and knowledge
point to satisfy diverse personalized requirement in MOOCs.
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